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OIn IT age, platform sticking consumers [Fi&E=ZFPRIESR] is the
popular pattern for e-business — Amazon, Google, Alibaba, JD,

® Large scale (data and computing power) is important, which needs HPC

COLarge Scale Data — Big Data
® From File to Big Data

COLarge Scale computing power — High Performance Computing
IS now popular for business
® According to Top 500, MPP and Cluster

C0Additional bonus for Scientific Computing
® Weather forecasting




We are now in IT age/ML age/Al age ...

O Platform is a popular business pattern for e-commerce
® Many great companies

amazon
,_\éo g|_\go facebook

0od 5 3 ]

32 —;EI:'—R
9 o
gbao clfng‘l Ba @ E 'E'_

& mis , B—EERR




Long tail explains the Business @ IT age/E-commerce era
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hey are similar with the popular properties

eyl ok o e B Unlimited rack [£55Z8],
roducts
P
EIETET T ia »Any product always has
available to downioad 3 .
| its own consumer

m waasroes »Search engine

o o“t B Low storage cost, logistic
cost

PODUIATCOS VDS snitemes B Recommender system,
I Less Poputar COs, DVDs Computing AdvertiSing

= I - et




Computers and data

_ storage are
L0 Business pattern Distributed:
B How to earn mone S B o e e

- = Ys-ru~ IR
: l ””””””””””””””””””””””” Risaten
O Then, to carry out the “long tail”, W@ ENEAE e 7e] o+ R |

I E
we need the support of large scale F’F‘ =——cagl__ L
data (products, customers, ...) and ,, @ [ [ o
computing power [ R e T
B You have to consider to do business | & Tl : = B

with the whole world! — of course in [z [ | [ 65 m= | [ = l
many Stages mms e % ¥ o

0 So many — - R e o [ =)

B Customers, Computers, Data, - WS

M with real-time processing request
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kb vill-v-al [11n Big Data era, many
CIN-EUESIL  specific programs are

Customer front-end
checkout

@ 2] =2 BE 4B B R )
s Proces commad I s proposed, and used to
Command: t work together for business
(el anapihts. creams
' | [ [0 OMS - Order Management
&e, & v System
Inventory & order CG[S}IEE ":9[5}%'*”5 {Eﬂv:f'::t.;l y . .
I updates (Kafka) f l J B Streaming processing
o o ﬁlm | e\s ¢ 4 ®Every actions of customers
Mo s ——> B > commnd Tmn o emmes . are keptin log [H&
Y Y Y Y ! :
0Bl - Business Intelligence
| s ) on
J T B Recommendation,
e g Advertisement, DM, ...

13




Business System is definitely the basis/kernel!

UI
 UER

& .

LW L/p v W

v v
VJEREGR VR

B IR E M IRAF
(0, EZT R
T 7= B4 B3R )

Web
Client

HTTP saL
(cleartext
or SSL) >
“7| DB
N
| DB
—
HTTP reply
il Apach Plugi
Javascript, peEEETE L
VBscrip?,t IS Perl connection:
etc) *Netscape | | -C/C++ *ADO,
efc... +JSP, etc +0ODEC, etc.
CUSTOMERS CORE BUSINESS FUNCTIONS SUPPLIERS
77 A
rprise

CUSTOMER
RELATIONSHIP
MANAGEMENT

(an enterprise

(
application) application)

(CRM)

MARKETING OPERATIONS

& SALES MANAGEMENT

(an enterprise (an enterprise
application) application)

ENTERPRISE RESOURCE PLANNING

(ERP)

SUPPLY CHAIN
MANAGEMENT

(SCM)

DISTRIBUTORS




Big Analytics with DW
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Big Analytics in Big Data era
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Two valuable challenges — HUGE concurrency
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wo valuable challenges — Targeting/Precision’Advertising
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https://www.infoq.cn/article/V0wtItKL7BAIyJ-WKoz8

RS, B=AE

OIn IT age, platform sticking consumers [#A&EZFPAIER] is the

popular pattern for e-business — Amazon, Google, Alibaba, JD,

® Large scale (data and computing power) is important, which needs HPC

CdLarge Scale Data — Big Data
® From File to Big Data

COLarge Scale computing power — High Performance Computing
IS now popular for business
® According to Top 500, MPP and Cluster

C0Additional bonus for Scientific Computing
® Weather forecasting




Data Management in short € My understanding

[0 Data Management belongs to a larger framework of the interaction
between human and the world
B Information Representation (Data structures):
»How do we capture information and represent it?
W Storage media
»What media Is used to store?
M Processing (1.D.U.S)
»How to carry out I.D.U.S operations?
® Understanding (ML & Visualizing)
»>How to understand information and find rules [F{£]?




Before |

(Data ) (1.D.U.S) & Visualizing
hieroglyphist [ haiara’glifist]
n. RIECFE YR H

Mud board

Oracle-bone

S|00] pue spuey Yiim uewnH - sN
surelq yum uewnH - sn

Drawings and

ancient characters



Before |

Info. Represent Store Processing Understanding
(Data ) (1.D.U.S) & Visualizing

[ 2R .

Bamboo slips

Silk

S|00] pue spuey yim uewnH - sN
sulelq yim uvewnH - sn

Paper files




In I'T
Info. Represent Store Processing Understanding
(Data ) (1.D.U.S) & Visualizing

A file system Specific programs  Statistics

Structured Data

RDBMS/

. _ L .
Business Sys/files >Q Statistics

Data Warehouse SQL+MDDM
/ operations
RDBMS/files

Data is diverse Statistics, DM,

ML,...

Data is Huge
& Diverse

Map/Reduce
SQL
Streaming

Big Data/files Statistics, DM,

ML, ...




DATA MANAGEMENT now in IT age
FILE is the basis

COFILE I1s the basis

M Device drivers encapsulate the “evil” details of physical devices and
provide uniform APIs for programmers to manage data easily — stored
as files in permanent storage media

B APIs — C Interface
»# include <stdio.h>
» FILE *fopen(char *path, char *type);
v int feof( FILE *stream );
v int fseek( FILE *stream, long offset, int origin );

v int fscanf( FILE *stream, const char *format, ... );
v int fprintf( FILE *stream, const char *format, ... );

»int remove(char *path);
»int fclose(FILE *fp);




Here with C — Date

You can finish
|.D.U.S based on
those 10 functions —

old way

D name dept_name L
22222 | Einstein Physics 95000
12121 | Wu Finance 90000
32343 | ElSaid History 60000
45565 | Katz Comp. Sci. | 75000
98345 | Kim Elec. Eng. | 80000
76766 | Crick Biology 72000
10101 | Srinivasan | Comp. 5ci. | 65000
58583 | Califieri History 62000
83821 | Brandt Comp. Sci. | 92000
15151 | Mozart Music 40000
33456 | Gold Physics 87000
76543 | Singh Finance 80000

(a) The instructor table

How to store the data shown In
left?

M You define

» define struct{
Int id;
string name;
string dept_name,;
Int salary;
} instructor;

M Use some |0 functions

»scanf()
» printf()
»seek()...




A SIMPLE FILE SYSTEM

Sales department

Personnel department

e . ne
management rl ' repnrt
programs j programs

CUSTOMER file

File
management
programs

SALES file

! ile
man agement y repnrl

programs programs

However, If there are
too many records —
millions, billions...?

Btw, this Is not effective
for sharing — Information
Sharing is important —
leading to DBMS later

-




. Born: August 23, 1923
Relational DBMS Died: April 18, 2003 (aged 79)

11970 - E.F. Codd and the Relational Model

The most important motivation for the research work
that resulted in the relational model was the objective
of providing a sharp and clear boundary between the
logical and physical aspects of database management.

(E. F. Codd)

»1 Top goal: SQL processing is
v Support the data access of many userg one kernel of
> 2 roles: RDBMS.

1. Concurrent data management by many USeREA AL AL U AL [
2. Provide friendly/flexible interaction for common users




To show How to ensure

providing services for
diverse braches is the

O Database vs. File System core of DBMS and this PP

¥ Problems inherent in file systems make u
M File system: Many separate and unrelated files

osirable

B Database : Logically related data stored in a single logical data repository

A Database System

Personnel dept.

Sales dept. ,

Accounting dept.

= .

- Database

Employees
Customers
Sales

 Inventory
- Accounts




Sketch of internal modules of modern DBMS
f Master thread DBMS modules \
shared by threads
Quew
processor
Transaction
[oc--a? =

C
,.‘ Thread pool O L
00, b 0g

Management

“a W
Aib
Buffer
Management
Clients \ j
How many of you

understand the execution of -
SQL inside RDBMS?



In short

Query Query -—»
Compiler ‘
meta ——™ Parser s§vx>_\._______x
data * / SELECT Selest FRO;Q <§=romu;t> WHERE Rook>
(catal og) Parse Tree Aﬁmbute Selszt Rel|Tame> FroImUst Conld AND ﬁnb
* frame <Attribute> employee Rdrame . "l < ‘." ‘
Iname department A“p O|p> b tb ’ ‘
mery Re-writlng SFW: Select From Where <A,ttr";f< op> <c{lms‘>

dname = ‘Research’

Y
Logical Plan - = » -
v \ : |

Statistical , [Physical Query Plan e s ;Pﬂanu\m
relations Generation G emome
x name = @ar C
l dmn{m \omployn department

Physical QUery Plan<«—»




C0Now many techniques for dynamic — JSP is one of them

Web
Client

HTTP
request
(cleartext
or SSL)

//’

HTTP reply

(HTML,

Javascript,
VBscript,

etc)

Firewall SaL
Database
~
g —
ClWebapply [
« HWeb app DB
Web e
= (|Web appl ) -
Server ; DB
"|Web app L)
-Apache Plugins: Database
IS Perl connection:
‘Netscape -C/C++ -ADO,
etc... «JSP, etc *ODEBC, etc.




https://www.codercto.com/a/30702.html

fTEEE R ERNEZRAE

) B¢

Without EJB iy

1999
. — e B Perl , CGI , Oracle
2000
4 )\ JAVARY & Java, Servlet
2001-2004 EJB (siLse. cmp. mpB) .
EJBR}{E Pattern (ServiceLocator, Delegate. Fagade, DAO, DTO)
2005-2007 #EJBE #: Spring + iBatis+ Webx, Antx,

[ER R4 iSearch, MQ+ESB, REiTi#E., CMS

2008-2009 Memcached# &, Mysql +2iE174r = Cobar,
SRR S5, Hadoop, KV, CDN
2010 %%, Wi, EEEEBAR, BE, NoSql, SSD
e, WP '

{"_?.l"ﬂl'hl'.l.l


https://www.codercto.com/a/30702.html

Data Marts

Operational Departments
Regular Reporting
Finance Sales Marketing
APP":""D' ETL Selection Aggregstion
S—— Process S e~ cau
Applicati |
Lokl Data Warehouse /

Clean

Detailed Historical
Transactions

Hierarchical
Management
Weblog 1} Ahemative
"l i‘sl ¢ oss o M dl‘Of m

Web
Craon |

Reformat
Filter




DW also tries to integrate Data Analytics

Data lnhru Weekly
Dperational Depa sl e by
lellr h"rl-rr-; Rep 0

II

M onihly
Sales by

Praduet

Finnce Sales Marketing I;::i;i:lrl
APF“:"““!__.-' ¥ Salaction Agpregatian :i -
= \l Calculation H&uan'.'lu-rﬂuhaaij CAM
Statistical
Data Warehouse Analysis
Detailed Hi:_mrit:al ] Data
Asplicanan Tremsactions Mining
| W Higrarchical
Applications Hﬂ:nllr:ﬂl
Altarnativa
Storage

d Structures 055
"lpdate Tronsaction. " ma




By Data Warehouse

— Integrating Data management and processing

DBMS (SQL)

Extract data from

Rel Algebra
model

File records
QELED)

N

L \ é
\ u
A )
L 0
y
RL
g ™
I \
y | \

Extract data from C
(defined by OLAP)

1

MDDM/CUBE

File records

Analytics \
Functions

(Table )



We need ANOVA (ANalysis Of VAriance) here

O The logic for ANOVA
B The ANOVA test is based on the combined distances from

X.

M |f the combined distances are large, that indicates we
should reject H,,.

B Statistical variable for ANOVA
» SSE (Sum of Squared Errors)
v"Or SSB(Sum of Squares Between groups)
» SSA (Sum of Squared Average)
» MSE (Mean Square Error)
»MSA (Mean Square Average)




“Trade space for time” [LA=S[al#&HI 8]

able 2 Beverage sales 04 colors and thelrmeans

Group A (i) We hope we could do
Market business analysis quickly
(]) on HUGE data, and this
means it's better to store
cumulative information in
advance

Group Mean | x,=27.32 | X,=29.56 | X,=26.44 | X,=31.46  Grand mean
#in group n,=5 n,=5 N,=5 n,=5 | Xx=28.695




N eW m O d el I S n eed ed - M D D M/C llimlpBoEoracle.com/htmI/B13915_04/i_o|ap_chapter.htm

] Define the data with the multi-dimensional view

B A multidimensional data is optimized for g
Such data sources are sometimes calleg
analytical processing (OLAP) data so

Some cumulative
Information Is stored
In advanced and will

be updated always

ime 2000 -

Page lterns| Froduct All FTS

Sales

- Al C.nels Qnline Retail
. ® ]
Chicago * worldwide 116,857,329 | 75,635,960 41,221,359]
o _ AMENCAS WAt N R NV 1 I =5 I i
Cincinnati _
¥ Asia 20,816,479 | 13,429,064 7,387 415
Dallas ¥ pustralia q 665,096 B,235,097 3,429,999
o ¥ Europe 52,1DB,155) 33,865,333 18,242,832
Louisville




ypical Operations on CUBE (For OLAP)

[0 Slice and dice: project and select

O Roll up (drill-up): summarize data
® by climbing up hierarchy or by dimension reduction

O Drill down (roll down): reverse of roll-up

® from higher level summary to lower level summary or detailed data, or
introducing new dimensions

O Pivot (rotate):
M reorient the cube, visualization, 3D to series of 2D planes

[0 Other operations
M drill across: involving (across) more than one fact table

M drill through: through the bottom level of the cube to its back-end
relational tables (using SQL)




ypical OLAP Operations

0 Cube is like the right

M |t has 3 dimensions — time, location
and item

[0 By “drill down”, it means

B \We have the total value, and want to
know its organization

OBy “roll up”, it means
B To know its portion in higher level

e
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Implementation of Data Warehouses could be based on
RDBMS

[0 Modeling data warehouses: dimensions & measures

B Star schema: A fact table in the middle connected to a set of dimension

tables

B Snhowflake schema: A refinement of star schema where some dimensional

hierarchy is normalized into a set of smaller dimension tables, forming a
shape similar to snowflake

M Fact constellations [E£&]: Multiple fact tables share dimension tables,

viewed as a collection of stars, therefore called galaxy schema or fact

constellation




time

time_key

day
day_of the week
month

quarter

year

‘...
o
ay

branch

branch_key

branch_name
branch_type

Measures

Sales Fact Table

4

time_key

item_key *

branch_key

location_key..,

units_sold

dollars_sold

avg_sales

MDDM of Star Schema (based on RDBMS)

item
item_key
item_name
brand

type
supplier_type

location

...
RN

location_key
street

city
state_or_province
country




Data Warehouse
Integrate analytics with data management

Operational

DBS'

Extract
Transform
LLoad
Refresh

D Monitor : :
& pLAP Serve;r
Other Metadats . |
SOUTCEs \ Integrator i i
5 D 7 ./ Analysis

Query

Y

Data Warehouse is not that
popular now — Big Data is
coming. We human is always
Insatiable ...

. o

Data Sources Data Storage




More popular model for Data Mining- KDD
[0 KDD: Knowledge Discovery from Data

Interpretation

v

Data Mining
Transformation
Preprocessing Knowledge
Selection
Patterns
Transformed |

Data

Preprocessed
Target Data
Data ‘




0 Ambitious to manage huge and diverse data — 3Vs: Volume, Variety,
Velocity

m 2.5 quintillion bytes of data are generated every day!
» A quintillion is 1018
B Coming from many quarters, like Social media sites, Sensors, Digital photos,

Business transactions, Location-based data, Web data, e-commerce,
Bank/Credit Card, ...

¥ For information: Google processes 20 PB a day (2008)

> http://www.worldwidewebsize.com/

v “The Indexed Web contains at least 9.18 billion pages (Sunday, 09 December,
2012).”

M For science: NASA & Hubble scope



http://www.worldwidewebsize.com/

. This year Google published a

[1CBIR. XML Cutting and Mike Cafarella created
I — later Big Data

1996
Larry Page and

D05

. 1998 Apr. 11,2004  Google Maps & Google Jan. 2011
S B t .
Srgey. BN GO miat Google Gmail is Google Earth is releases Launch of
B, sharon Bngine Doodl launched launched Android
called “BackRub" oodle aunche aunche ndroi Google+

1998 2000 Aug. 18", 2004 2006 Sept. 2, 2008
Google is AdWords is Google goes Google acquires Launch of
founded by launched public YouTube Google
Page and Brin Chrome



http://static.googleusercontent.com/media/research.google.com/en/us/archive/mapreduce-osdi04.pdf
https://mapr.com/products/apache-hadoop

3 challenges for Big Data

0 How to store Big Data efficiently

M Divide and Conquer — distributed file system: HDFS (Hadoop Distributed File
System) — based on Linux

»Using Redundancy to support fault tolerance
C0How to provide friendly data manipulation?
® Map/Reduce Is too naive — keyword searching
B HiveQL for HIVE Data Warehouse
W SQL to support interaction with RDBMS — Spark SQL

[0 How to integrate data analytics with Big Data?

® HIVE, Mahout q
» Traditionally on M/R
»Now on Spark ~HIVE




1st generation of Big Data frameworks
- Hadoop + M/R

HIVE Pi
J Data
HBase Storm MPI Processing
Hadoop/Map-Reduce
Data
HDFS Mgmnt.
Resource
Linux, Mesos Mgmnt.

[0 The data processing is based on M/R model, which required
Intermediate result be kept into/out of disks — low performance




Ambari

(REDBRTR) )
Oozie
C(VEMk VR B R 2e)
Hive | Pig H Hive2 H Pig2 Shark ‘

Hbase
(HHREIRE)

MapReduce Tez Spark 2=
(B&R3HID) (DAGiH ) (RFHND
YARN
(A IER)

HDFS

Zookeeper
(AN ERSS)

(ARG



https://zdnet4.cbsistatic.com/hub/i/2019/07/17/b17497a0-844e-42b7-9dde-
9020902c0b46/32387d8af74af2ae02ed28429balldd0O/big-data-landscape-2019-v7.pnq

he 2019 Big Data Landscape
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Data Warehouse on Big Data

1.Data Source(s)

sl N ;
s -0 2. Enterprise Data warehouse
Online Analytical Processing (OLAP)
OLTP

3.Data Visualization

e | Batch Bulk Big Data Hadoop

Load HDFS Dashboards
FRIASSTS Graphs/Charts/
gl Name Node || Reporting DB P

Reports

W\ ) Secondary i
e o\ ETLI | name Node > ——
Mainframe [ = Data Nodes
Data o
dhen ,;4'_. —Task kaa Data .
=t m;; ;».3 Node Aggregapon_ &
ca e B Summarization
XML / JSON
External Data
Apps
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NoSQL?

[0 Not Only SQL
B Hashing for fast data matching/updating

From www.nosql-database.otg:

Next Generation Databases mostly addressing some of the points: being non-
relational, distributed, open-source and horizontal scalable. The original intention
has been modern web-scale databases. The movement began early 2009 and is
growing rapidly. Often more characteristics apply as: schema-free, easy replication

support, simple API, eventually consistent / BASE (not ACID), a huge data
amount, and more.




04 Categories

Size

Key-Value
Stores

Column
Families

Document
Databases

‘ Graph
Databases

>

Complexity
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O Like the Shopping cart [$E5]

B <key, values> is definitely more efficient for manaacement —

»insert, delete, updating, select ik
® Than SQL \‘E
shoppir
CONoSQL Example #1: Key-value Store —taglig‘r?er'e\g

M Hash tables of Keys

M Values stored with Keys
B Example — Project-Voldemort
» http://[www.project-voldemort.com/ for Linkedin
B Example — MemCacheDB
» http://memcachedb.org/ Backend storage is Berkeley-DB



http://www.project-voldemort.com/
http://memcachedb.org/

0 Example #2: CouchDB JSON Example
{
" id": "guid goes here",
" _rev": "314159",

"type": "abstract",
"author": "Keith W. Hare"
"title": "SQL Standard and NoSQL Databases",

"body": "NoSQL databases (either no-SQL or Not Only SQL)

are currently a hot topic in some parts of

computing.",
"creation timestamp": "2011/05/10 13:30:00 +0004"




0 Many Cloud platforms

*docker .
gl Microsoft
QW Azure

. - . - 0 AmazonEKS

TIT
yamazon cpen

e (Y an
i © Aws Fargat




akamali-nginx request riow

&

docker

L B I B BN B B BN N IR N N Y
.
®s 0000 ss0csgosrsossesn®

g 3 . + origin

: : : .'too-tco‘. |

: : : ....I........ I_b

: S

v o+ akamai . \;.\\ . origin
edge ¢ - nginx ¢ % Apapl

Akamai PAPI is called once, to generate equivalent LUA config
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OIn IT age, platform sticking consumers [#A&EZFPAIER] is the

popular pattern for e-business — Amazon, Google, Alibaba, JD,

® Large scale (data and computing power) is important, which needs HPC

COLarge Scale Data — Big Data
® From File to Big Data

ClLarge Scale computing power — High Performance Computing
is now popular for business
® According to Top 500, MPP and Cluster

C0Additional bonus for Scientific Computing
® Weather forecasting




Walk-Through: c=a+b

Get next instruction
Decode: Fetch a
Fetch a to internal register
Get next instruction
Decode: fetch b
Fetch b to internal register
Get next instruction
Decode: add a and b (c in register)
Do the addition in ALU
o et // ] 10.Get next instruction |
unit | e 11. Decode: store ¢ iIn main memory
12.Move c from internal register to main memory

Von Neumann
Machine

Memory

©CoONOOTAWNE

\

!
Processor Accumulator

Note: Some units are idle while others are working...waste of cycles.
Pipelining (modularization) & Cashing (advance decoding)...parallelism




3 Ideas to get powerful computing

O Integrate more circuits in one processor (CPU) .~ e
B Limitation — Moore’s law

Slowed down
by power and
memory latency

sssssss

_V_’,‘.sz‘??' s Almost 10000x improvement
1780 between 1978 and 2005
2 _e4.5, VAX-11/785

78 1980 1982 1984 1986 1988 1990 1992 1994 1996 1998 2000 2002 2004 2006

] Integrate more processing in one computer — -
Parallel (MPP)

M Limitation — storage and CPUs ==
® GPU is a good idea

,,,,,,,,,,,
Distrioution
I

iicaae

b SO | | o) |

I DIIIII]["] I

7 /’ N : \\
][] [ER
spEEE

“EmE e
[ oram DRAM

] Integrate more computers to work together —
Distributed (Cluster)

M Limitation — connection speed (Special bus or
network)
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Using CPU+GPU Architecture

O CPU+GPURBIZZE S
B EIEMESISIES G RS FiEEs
O BACPU E&IT—REITHEIE
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B T58cache, 15[RI{FEESLERT
O GPU ESHMITAKEHITEIE
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OO0 MPP: Massively Parallel Processors

B Massively Parallel Processors (MPP) architecture consists of nodes with
each having its own processor, memory and I/O subsystem

B An independent OS runs at each node

Interconnection Network

Processor Processor Processor Processor




NASA Beowulf Project — 1994

+  Wiglaf - 1994

+ 16 Intel 80486 100 MHz
¢+ VESA Local bus

¢+ 256 Mbytes memory

¢ 6.4 Ghytes of disk

¢+ Dual 10 base-T Ethernet
¢ 72 Mflops sustained

+ $40K

¢ Hrothgar - 1995

¢+ 16 Intel Pentium100 MHz
+ PCI

¢ 1 Gbyte memory

+ 6.4 Ghytes of disk

+ 100 base-T Fast Ethernet
(hub)

¢ 240 Mflops sustained
+ $46K

Hyglac-1996 (Caltech)
16 Pentium Pro 200 MHz
PCI

2 Ghytes memory

49.6 Ghytes of disk

100 base-T Fast Ethernet
(switch)

1.25 Gflops sustained
$50K




Beowulf Cluster Architecture

[0 Master-Slave configuration  Typical Beowulf Cluster

] Master Node

10/100 Mbits

™ Job scheduling
B System monitoring

B Resource management
] Slave Node

W Does assigned work

B Communicates with other
slave nodes

B Sends results to master node




4,

103



https://www.cs.rutgers.edu/~pxk/417/notes/
content/22-clusters-slides.pdf

he cluster now — Data Center

Assume:
10 Gbps per server
40 servers per rack
= 400 Gbps/rack

16 racks
= 8 Tbps

cluster ~ Max switch capacity
Switch currently ~ 5 Tbps
= Need at least two
cluster switches

Cluster of 4x4 racks



https://www.cs.rutgers.edu/~pxk/417/notes/content/22-clusters-slides.pdf

Cluster is also the popular architecture for SuperComputer

CIBM, 2004. BlueGene/L

O First supercomputer ever '-ﬁ!i. IBM BlueGene/L #1 212,992 Cores
to run over 100 TFLOPS '-m Total o2 0isystems dll In the Topl 76
sustained on areal world S 70000 cosisperson ey o a2

ahp plic gpti on, nam eII y a P Punpracsmas

three-dimensiona

molecular dynamics

code (ddcMD).

Node Board
(32 chips, 4x4x2)
16 Compute Cards

64 processors

V‘VV““
A
h)

Compute Card et .. _
(2 chips, 2x1x1) U NS - 180/360 TF/s

4 prgcessors ) WA R "32 TB DDR
Chip B N
.

(2 processors) . 1
. by 2.9/5.7 TF/s
- : v o .
: 35

o 0.5 TB DDR Full system total of

: 90/180 GF/s 131,072 processors
16 GB DDR

5.6/11.2 GF/s

2.8/5.6 GF/s 1 GB DDR
4 MB (cache) “Fastest Computer”
BG/L 700 MHz 213K proc
The compute node ASICs include all networking and processor functionality. 104 racks

Each compute ASIC includes two 32-bit superscalar PowerPC 440 embedded Peak: 596 Tflop/s
/ cores (note that L1 cache coherence is not maintained between these cores). Li S k: 498 Tflop/
(20.7K sec about 5.7hours; n=2.5M) B;;‘gf‘p‘ia; op/s 12




Data Center is a “computer”
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Cloud - 2006

] Originated in the business domain
B Qutsourcing services; Pay for what you use

] Provided by data centers built on computer and storage
virtualization technologies.
b2 ‘

: ~ P ¢
Software as a \U P
Service (SaaS) [Py .
Nl . ~Gmil
20, Google reecom

£J Windows Azure

"' amazon
o7 _webservices- |

cloud

[0 Scientific applications often have different requirements
B MPI, Shared file system, Support for many dependent jobs




»,
External analytncs commerce § collaboration | location i data services 165
Ecosystem 5

- ——————

API
' AP! Economy
API API o SaaS

Services & composition patterns :-_‘-- & integra -: Traditional :
middleware-based Cloud Operating

Workload definition, optimization, & orchestration

NG

Resource abstraction & optimization

https://www.ibm.com/blogs/cloud- Hardware
computing/2013/08/07/how-openpower-



https://www.ibm.com/blogs/cloud-computing/2013/08/07/how-openpower-consortium-will-help-shape-the-open-cloud/

O p en St aC k openstack.

E WEB Ul
(Horizon)

REST APIs

OPENSTACK API SERVERS
- NETWORK SVC
ﬁ ‘a' (Neutron)

) CONTRAIL PLUG IN

.——ll APPLICATIONS / CUSTOM ORCHESTRATION SYSTEMS CONTRAIL WEB Ul

REST APIs REST APIs

COMPUTE IDENTITY IMAGE
SERVICE SERVICE SERVICE
(Nova) (Keystone) (Glance)

CONTRAIL
CONTRAIL (CONFIG AND OPERATION) API SERVER CONFIG AND

OPERATION
DATABASE

g200165

CONTRAIL CONTROLLER
OPENSTACK RESOURCE DATABASE ) (CONFIG, CONTROL AND ANALYTICS NODES)




&

Containers docker




Multiprocessor system architectures

oosely
coupled Tightly

coupled

Collection of Fail-over Coupled

single cluster cluster

autonomous

systems Shared Crossbar
bus switch

:' Memory .
Processor ; Database
7 . -

cc-NUMA




HPC - High Performance Computers

IBM 7094

1996 2003 2009 | T— o No.1 Fugaku( & &
1949 Cray 1 Intel Delta T3E Cray X1 Cra iz N P 2023$11(HE' )
1 Edsac 103 106 109 1012 % (Sunway TaihuLight)
R e
I ) ) I I I
ne OP Kilo%s Mj%;s /Czlgao%’ Te]a/gl;s ‘\ PetaOPS

1823 1943 1951 1964 1982 1988 1997 2001 2006 ;\»';;25
Babbage Difference H q Univac1 CDC 6600 Cray XMP  Cray YMP ASCI Red Earth BlueGene/ TH_1 S =
Engine Marvl?r1 Simulator L
ar

OPS: Operations Per Second FLOPS: Floating Point OPS




HPComputing: methodology for distributed/parallel programming?

— Divide & Conquer

“Work” Partition

IEGR S
- - -
N

Result Combine




ldeas to convert Sequential to Parallel

04 Steps in Creating a Parallel Program

Partitioning

O
- ’; . '\;
- i " R
i h p
O : o i
m t
— 2 O . _m . .
n a
t t
i
(0]
n

SO———mnooT300M00O —

-
O
OQ

Sequential Tasks Processes Parallel Processors
computation program

»Decomposition of computation in tasks
»Assignment of tasks to processes
»Qrchestration of data access, comm, synch.
»Mapping processes to processors




Creating a parallel program

[ Problem to solve ]

‘ Decomposition
Subproblems [ j ( ) [ ) ( j [ j [ )

(a.k.a. “tasks”,

“work to do”) [ j [ ] ( ] ( j ( ]

ParalelThreads ™ || 11 L0 L 1 L *Ihadtopikatem
(“workers”)
Orchestration
Parallel program l a2 - :_ : [----5 st 2 l [ l
(@mmuniating | 7 e D
threads) T ' | | ’[ """" | """"""""""""" — ¥
ing
These responsibilities may be assumed by
Execution o the programmer, by the system (compiler,
paraliel maciine runtime, hardware), or by both!
Adopted from: Culler, Singh, and Gupta MU/ B KEE, Summer 2017




02 main architectures in distributed computing

config
Master-Slave file 2

borgcfg ] [:::(;Tsmand-lmejl] [web browsers l

Worker Cell =
BorgMaster | read/Ul
shard
["': - :i| persistent store
' (Paxos)

Y

scheduler

link shard

7~

==
r

Borglet | Borglet | |Bor<;;Iet | iBorgIet |

D=l 2

Figure 1: The high-level architecture of Borg. Only a tiny fraction
of the thousands of worker nodes are shown.

£

)
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| am 202.205.104.186. | want
to visit www.google.com.cn.

12 main architectur What is its P

Peer-to-Peer
I

upel -Peer
s

Peer,

S Peer

Internet

DNS server



HPC programming frameworks cama—— P10
. MPI-2
O MPI — Messaae Passina Interface l/
MPI-3
Hello, world

/** FILE: mpi_hello.c

* DESCRIPTION: MPI tutorial example code: Simple hello world program

* AUTHOR:BIlaise Barney ***/

Processor 1 Processor 2

#include "mpi.h“

#include <stdio.h>
#include <stdlib.h>
#define MASTER O

int main (int argc, char *argv([]) { application SEND application RECV
int numtasks, taskid, len; ~— hetwork —-
char hostname[MPI_MAX_PROCESSOR_NAME]; :
MPI_Init(&argc, &argv);
MPI_Comm_size(MPI_COMM_WORLD, &numtasks);

MPI_Comm_rank(MPI_COMM_WORLD,&taskid): . _data |
MPI_Get_processor_name(hostname, &len);

printf ("Hello from task %d on %s!\n", taskid, hostname);
if (taskid == MASTER)

printf("MASTER: Number of MPI tasks is: %d\n", numtasks);
MPI_Finalize();

process A process B

system buffer system buffer

Path of a message buffered at the receiving process




wBLAS
G st
) AN NeeL
Fortran .

RS
ALLVM L s

OpenACC e
# python CUDA G+ [ |
& ; & i

i .

y NVIDIA
Visual Profiler

[0 GPU/CUDA - Graphic Processing Unit/ Compute Unified Device =

Architecture[#t—iHE148443]

Main
Standard C Code C with CUDA extensions 1 CPU
-1. opy processing data
\ K lobal \ Instruct the processingJ
void sapy(int n, float a, void saxpy(int n, float a, o
float *x, float *y) float *x, float *y) e
{ { Copy the result
. . . .. . . Memory
for (int 7 = 0; 7 < n; ++1) int i = blockide.x*blockDim.x + threadidx.x:
. : : X , for GPU
} yivl v + yhls } if (G <n) yli R+ YU GPU F Execute parallel
. | - in each core
(GeForce 8800)) ™
int N = 1<<20; int N = 1<<20; K -

cudmemcpy(x, d x, N, cudaMemcpyHost ToDevice);
codmemopy(y, dy, N, codiMemcpyHost ToDevice);

saxpy <<<409% 2565 (N, 2.0, x, y);

SaxW(No 2.0, x, Y):
\ / kﬂ.mmp-,’-(d_y. v, N, cud.ﬂe-cpyoevicetobbst)/ Processing flow

on CUDA




0 MPI on GPU

mpirun —-np 4 ./myapp <args>




The Overall MapReduce Word Count Process edurekal

Input Splitting Mapping Shuffling Reducing Final Result

List(K2, V2) K2, List(V2)
K1, V1

List(K3, V3)

Deer Bear River

Deer Bear River
— a e u C e Car Car River Car Car River
Deer Car Bear

. 7
ﬁlgﬂ[‘lth_ﬂl 2.1 Word count public void mapReduce(string fileText)

The mapper emits an intermediate key-value pair for each word in a document. { //Reset the Blocking Collection, if already used
The reducer sums up all counts for each word. if (wordChunks.IsAddingCompleted)

1: class MAPPER k wordBag = new ConcurrentBag<string>();

9. method [\-‘IAP(dDCid . doc d) wordChunks = new BlockingCollection<string>(wordBag);

3: for all term t € doc d do ;

4: EMIT{’EEI‘I’I‘I i, count 1) //Create background process to map input data to words

1: class REDUCER ?ystem.Thr‘eadlng.Th’EadF'n::n::l.QueueLlser".uh:ur"I-:I'tem{delegate{uhject state)
2: method REDUCE(term ¢, counts [¢1, ¢a,...]) mapWords (fileText);

3: sum < 0 s

4 for all count ¢ € counts [¢1, c2,...] do / /Reduce mapped words

5: SuUm <— sum + c¢ reducelords();

6: EmrT(term ¢, count sum) }




[0 Big Data

Customer front-end
checkout

Hadoop MPI ZooKeeper
o e scheduler scheduler quorum
o Process command ; 4
" [reservations only) B "
P A, o— M
Commands c c Mesos 1 Standby | ' Standby
(HTTF) vent stream vent master ' master i ! master
Enaplﬁhﬂtﬁ streams
Change / \
&||le, | & :
+ > + il Mesos slave| [ Mesos slave Mesos slave
Cosmas Cosmos Events Hadoop MPI Hadoop || MPI
Inventory & order DB DB (Kafka) executor executor executorf|executor
dpdates Kafea) T o) || | G
l C)
Map msg to Commands Process Snapshot event Other downstream Mesos
command : §g (Kafka) *  command stream consumers

2009 (while still named Nexus)




Many Open Source programs proposed now by CHINA

@ - 2011 Pivotal
DB HAWQ (Big Data)
Gauss HAWQ  (forked from Greenplum 4.2.0)
- 2012 HuaWei (e 77 A UnT U7 M HDFS o .
- ’ _Kylin Bring OLAP Back to Big Data!
(from PostgreSQL9.2) I\ 1f] 3 £F [ Big Data — fJ 2g1lg$:;gche %% ackio =g T
(ff]——\ ﬂﬁﬁ%,gﬁﬁi) —ij I\lﬂ HDFS) http://kylin.apache.org/

(OLTP, OLAP, HTAP)
(MPP, Cluster/Distributed)
(Native Al DB)

2017 Apache TiiZk

(v‘}h"ﬁ"al - 2019 HuDi (Hadoop Updates and Incrementals)
HUberfF & TR Data Lakesfif ¥t /7 &, #El%
I\ (Ingest) FI45# (Manage) & THDFS2
ERCRA RS, T E H BRSO
PEAE I

Al /N SRR ST i
20204F i yApache T4 3 H

&

- 2016 ShardingSphere (*44#151 %)
kAT A e e
(202044 A 16 H Al Ay Apache RZL I H )

- 2017 TIiKV distributed transactional
¢ KV key-value database 0 TiDB
* TiDB(based on TiKV)

a3 AT T CERE P S8 B A, SRR
HHEMPHALFE(HTAP)

6

ShardingSphere

- 2020 Ozone &Rz 3 S 150 i A KA R 5




1. You have to convert your program into EUs
® DAOM/PCAM

2. Choose environment to finish EUs

B Systems
» Parallel: multi-processor system — Multi-Core, GPU, MPP, ...
» Distributed: Cluster
M Frameworks
»Data parallel, SAS (Shared Address Space), Message passing
»MPI (P or D), CUDA (P), MR (D), Spark, Graph computing, ...

3. EXxecute




RS, B=AE

OIn IT age, platform sticking consumers [#A&EZFPAIER] is the

popular pattern for e-business — Amazon, Google, Alibaba, JD,

® Large scale (data and computing power) is important, which needs HPC

COLarge Scale Data — Big Data
® From File to Big Data

COLarge Scale computing power — High Performance Computing
IS now popular for business
® According to Top 500, MPP and Cluster

O Additional bonus for Scientific Computing
® Weather forecasting




Weather forecasting is the 15t problem requiring HPC

0 The Hydrologic Cycle

.

© 2010 Pearson Education, Inc.




O Vilhelm Bjerknes’ Vision

M1901 - wanted to Incorporate physics
Into weather forecasting

» Start with complete set of initial
conditions (3-D)
» Solve equations using graphical methods

» Initial state not sufficient for good
forecasts

»Did not use continuity equation to derive
the initial vertical wind component (no
direct measurements available)

- B e Aoy,

Source: Historical Essays on Meteorology 1919-1995, AMS




PDE is the math model for WF = Bu, No calculus solution!

O Atmosphere dynamics with considering many parameters:
M 3-D: Temperature, Humidity, Wind speed and Wind direction, Atmospheric

Pressure,
M Later even Dew Point, Relative Humidity ...
du wuvtangp uw 1 dp -
- * = +jv—fw+ F

dt r r P 1 cos oA
dv utang vw 1 dp
— + e T s 2
dt r r prop -
dw  u? +1? _1op +f ol

) dt r por B
f{;_) bl 1  Ou & 1 d(vcose) . (')(:vrz) _0
dt rcospdd rcose 0y ror
dl" RT dp 0,
dt  Cyp dt - Cy
= gikT




Numeric method

JIreC U J =
OMPUTLE Dercompute F
First numerical forecast made in 1 o
Lewis Fry Richardson. o 0
- ® Al
Took several months, calculating by hand, m Qiianburg .
to produce a 6-hour forecast. ® [ on M7 ey
® e .-‘;A:Jl / ] P M a
It failed...badly!
U d LC -
But, it demonstrated the means of producing s
quantitative forecasts. Its failure has since been - -
shown to be due to the limited understanding of S

| B [ NurE | N\uee we ) er |

some atmospheric processes at the time. LD .

L. F. Richardson’s computational grid: Pressure is
determined in squares marked ‘P’, momentum in
those marked ‘M'.




First successful forecast: 1950
by Jule Charney, Fjortoft, and
von Neumann, using ENIAC.

A 24-hour forecast took 33
days to produce, working day
and night.




he way to carry out numeric method

A drid is used to divide the region of interest.

Since the PDE is satisfied at each point in the area, it must be satisfied at
each point of the grid.



https://en.wikipedia.org/wiki/Numerical_weather_prediction

CISE301_Topic9

’T(xy) T
oy’
—
OX° oy’
IS approximated by
T =2+ Ty, T
(Ax)’

T =20 4T Tia

—
(ax) (ayy
(Laplacian Difference Equation)

Assume: AX=Ay =h

=T

i+, j i+l i

OCT(xY) , O T(Y) _

0

=2T i +T _0

+ T+ T+ T — 4T =0

Horizontal Grid
(Latitude-Longitude)
Vertical Grid
(Height or Pressure)

The data is so HUGE which cannot be processed with one
Computer!
Global Grid (0.25*0.25 - 1440X720 dots = 62208000 = 6.22*107)



E-l._}' - 21—;_, + T Lj I.j-l - 21—;_, T E.j 1
(Ax)? (Ay)?

In our case, the final discrete equation is shown below.

1, .
Lij= 7T + Tirj + Tijn + i)

=0

41,5

0 The code demonstration of “Using Python to Solve Computational

Physics Problems” AUy AS 1D
1. Configure the parameters Lo = Teny -
O

> delta =

»Boundary conditions ligliess =
v [BFRFM

X, Y = np. meshgrid (np. arange (
. : . lenX)
B Termination condition on acanee (0, leni))

» Iteration number or Epsilon

T = np. empty ((lenX, lenY))
T.fill (Tguess)



https://www.codeproject.com/Articles/1087025/Using-Python-to-Solve-Computational-Physics-Proble

Tinj — 20+ T | Tijs1— 215 + Ti j
(Ax)? (Ay)?
In our case, the final discrete equation is shown below.

1, .
Lij= 7T + Tirj + Tijn + i)

=10

41,5

0 The code demonstration of “Using Python to Solve Computational

Physics Problems”

1. Configure the parameters
® GRID

>With Initial values [#J381E]
>

v

B Termination condition
> Iteration number or Epsilon

Ttop =
Thottom = —
Tleft =
Tright =

TL(lenY-1):, :] = Ttop
TL: :] = Tbottom

Tl:, (lenX-1):] = Tright
TL:, :1] = Tleft



https://www.codeproject.com/Articles/1087025/Using-Python-to-Solve-Computational-Physics-Proble

Tinj — 20+ T | Tijs1— 215 + Ti j
(Ax)? (Ay)*
In our case, the final discrete equation is shown below.

1, .
Tij = 7Ty + Tiaj + Tijnn + Tij )

=10

41,5

0 The code demonstration of “Using Python to Solve Computational
Physics Problems”

1. Configure the parameters
® GRID

»>With Initial values [#JI8{E] maxlter =

»With Boundary conditions

v (BRF]

iteration (0, maxIter) :

> or Epsilon



https://www.codeproject.com/Articles/1087025/Using-Python-to-Solve-Computational-Physics-Proble

'I—J-l._}'_.zlr;_j‘"}r? 1,5 I.j-l_.z}_;_j‘"}r:.j 1
(Ax)? (Ay)?
In our case, the final discrete equation is shown below.

1, .
Lij= 7T + Tirj + Tijn + i)

=0

41,5

0 The code demonstration of “Using Python to Solve Computational
Physics Problems”

2. lterative updating
B Use “Termination condition” to control the updating of the internal vertices

( )
iteration (0, maxIter) :
i (1, lenX-1, delta):
j (1, lenY-1, delta):

T, j * (TLi+1]103] + TLi-1][3] + TLill[j+1] + TLil[j-11)



https://www.codeproject.com/Articles/1087025/Using-Python-to-Solve-Computational-Physics-Proble

T4 1, — 21—;, + T 1,5 'I—.'._j'-l - 21—;, T I_u 1

. = ()
(Ax)® (Ay)?

In our case, the final discrete equation is shown below.

j."._j' = 1'-.1{.'—1._,': T Jlre—l._j L I."._j'—l L J{."._j'—l.-l

[0 The code demonstration of “Using Python to Solve Computational
Physics Problems”
3. Visualize the dynamics

colorinterpolation =
colourMap = plt. cm. jet

{{Repeated updating>>

plt. title( )
plt. contourf (X, Y, T, colorinterpolation =colourMap)

plt. colorbar ()

plt. show ()



https://www.codeproject.com/Articles/1087025/Using-Python-to-Solve-Computational-Physics-Proble

[0 Copy the code into PyCharm project

File Edit View Mavigate Code Help
I =

parallel_python-master

o simpleFDM ~

Project «

chapter1

I 1:Project |

chapter2
chapter3
chapterd
chapters

examples

£ ¥V v VvV v v v

examplesHeat
= simpleFDM.py
> source

.gitignore

.python-version
from.txt

= NOTES.md

= README.md

= requirements.txt

w |||l External Libraries

Run: . simpleFDM

Please wait for a moment
G N
Tteration finished
|
=
=4
- (=
.2
]

examplesHeat

k4 parallel_pythen-master 0y Cods\

¢ & m F | Q

= simpleFDM.py

e

paral Package requirements 'amgp==2.0.3", 'anyjson==0.3.3", 'Babel==2.3.4", 'billiard==3.5.0.0", 'celery==3.1.23", 'flower==0.... Install requirements

= simpleFDM.py |

2 impert numpy

14 Thottom = 0
15 Tleft =0

s np

i.qut matplotli'b. P

Ttep = 100

Tright = 20

#/ €/ +Q/=E

@ Figure 1 —

Contour of Temperature

17.5

15.0

6o

10.0
- 48

7.5

5.0

2.5

0.0

0.0 2.5 5.0 7.5 10.0 150 175

x=8.37954

y=10.2917

I¢




BTW, there are still many other scientific problems!
=

Government-Classified Work

Government - Research

4evore) Weather Prediction"

OAK RIDGE NATIONAL LABORATORY - 3
& Climate Modeling

1NSUEUt0 MACandl ded Metedioivgid

Automotive Design & Safety

Drug Discovery &
Genomic Research

Aircraft/Spacecraft Design
& Fuel-Efficiency

Oil Exploration &
Energy Research

Basic Scientific Research
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[l Introduction to Scientific
Computing and Data Analysis

0 Authors Mark H. Holmes (auth.)
Mark H. Holmes O Year 2016

Introduction O Pages 505
to Scientific [0 Publisher Springer International

Computing and Publishing

DataAnalysis [k
ol OISBN 9783319302546

TEXTS IN COMPUTATIONAL SCIENCE 13
AND ENGINEERING

@ Springer




High Performance 0 High Performance Data Mining: Scaling

Data Mining Algorithms, Applications and Systems

Scaling Algorithms, Applications [ Yike Guo, Robert Grossman
and Systems

02000

Full Paper Contributors

Parallel Formulations of Decision-Tree Classification Algorithms  ........................
.................... Anurag Srivastava, Eui-Hong Han, Vipin Kumar and Vineet Singh 3

A Fast Parallel Clustering Algorithm for Large Spatial Databases .................
.................................................... Hiaowei Xu, Jochen Jéiger and Hans-Peter Kriegel 29

Fulited by
Yike Guo Effect of Data Distribution i Parallel Mining of Associations ....................

and [T David W. Cheung and Yongagao Xiao 57
Robert Grassman

Parallel Learning of Belief Networks 1 Large and Difficult Domains ....................

................................................................................................... Y. Xiang and T. Chu 81
B Muwer Academic Publishers



https://2lib.org/g/Yike%20Guo
https://2lib.org/g/Robert%20Grossman

