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课程所覆盖的专题

1. 简介

2. 商务思维 (Business thinking)

◼ 所谓的“商务 (BUSINESS)” – 其实就是学会做出获得更多利润的决策 (making decisions to earn more profit)

◼ 管理技巧 (Management skills) – 如何落实那些决策

◼ 试试创业？ – 可以！但是要慎重！！

3. 数据分析的方法概览 (Data Analytics methods)

◼ 其实，数据分析有着悠久的历史 (HISTORY view about Data Analytics)

◼ 理解数据分析方法的 – 一点优化的技巧 (OPTIMIZATION)

◼ 来自统计学的数据分析方法 (STATISTICS) – 基于抽样的推断

◼ 来自机器学习的数据分析方法 (BASIC + ADVANCED) – 基于数据的知识发现

4. 实用技巧 (Practical skills)

◼ 大商务，需要大数据

◼ 大商务的两个挑战: “秒杀” 和 “精准广告”

5. 课程总结
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大商务，需要大数据

Large Scale Data – Big Data 

⚫ From File to Big Data

Large Scale computing power – High Performance Computing 

is now popular for business

⚫According to Top 500, MPP and Cluster 

Additional bonus for Scientific Computing

⚫Weather forecasting
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We are now in IT age/ML age/AI age … 

Platform is a popular business pattern for e-commerce

◼Many great companies 
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Long tail explains the Business @ IT age/E-commerce era
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They are similar with the popular properties

With Website

◼Unlimited rack [货架], 
products 

➢Any product always has 
its own consumer

➢Search engine

◼ Low storage cost, logistic 
cost

◼Recommender system,
Computing Advertising
[计算广告]
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For me

Business pattern is always/still the core!

◼How to earn money!

Then, to carry out the “long tail”, 

we need the support of large scale 

data (products, customers, …) and

computing power 

◼You have to consider to do business
with the whole world! – of course in 
many stages 

So many –

◼Customers, Computers, Data, 

◼with real-time processing request

Computers and data 

storage are 

Distributed!
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业务系统(Business System) 是立身之本~

数据分析

业务系统
（如，如何支持订单？
极限情况下的订单处

理？）

数据的采集和保存
（如，围绕订单的处理
而需要维护的数据）
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业务系统(Business System) 是立身之本~

数据分析

数据的采集和保存
（如，围绕订单的处理
而需要维护的数据）

业务系统
（如，如何支持订单？
极限情况下的订单处

理？）
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Data Collecting in Big Data era

 In Big Data era, many 

specific programs are 

proposed, and used to 

work together for business

OMS – Order Management 

System

◼Streaming processing

◼Every actions of customers 
are kept in log [日志]

BI – Business Intelligence

◼Recommendation, 
Advertisement, DM, … 

数据的采集和保存
（如，围绕订单的处
理而需要维护的数据）
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Business System is definitely the basis/kernel!

数据的采集和保存
（如，围绕订单的处理
而需要维护的数据）
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Big Analytics with DW 

数据分析
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Big Analytics in Big Data era

数据的采集和保存
（如，围绕订单的处理而需要

维护的数据）

数据分析
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Two valuable challenges – HUGE concurrency
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Two valuable challenges – Targeting/Precision Advertising

https://www.infoq.cn/article/V0wtItKL7BAIyJ-WKoz8

https://www.infoq.cn/article/V0wtItKL7BAIyJ-WKoz8
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大商务，需要大数据

In IT age, platform sticking consumers [黏着客户的平台] is the 

popular pattern for e-business – Amazon, Google, Alibaba, JD, 

…

⚫ Large scale (data and computing power) is important, which needs HPC

Large Scale computing power – High Performance Computing 

is now popular for business

⚫According to Top 500, MPP and Cluster 

Additional bonus for Scientific Computing

⚫Weather forecasting
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Data Management in short  My understanding

Data Management belongs to a larger framework of the interaction 

between human and the world

◼ Information Representation (Data structures): 

➢How do we capture information and represent it?

◼Storage media 

➢What media is used to store?

◼Processing (I.D.U.S)

➢How to carry out I.D.U.S operations?

◼Understanding (ML & Visualizing)

➢How to understand information and find rules [规律]? 



27

Before IT
Info. Represent

(Data )
Store

Processing 

(I.D.U.S)

Understanding 

& Visualizing

hieroglyphist [ˌhaiərəˈɡlifist]

n. 象形文字研究者,书写象形文字者
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Before IT
Info. Represent

(Data )
Store

Processing 

(I.D.U.S)

Understanding 

& Visualizing
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In IT
Info. Represent

(Data )
Store

Processing 

(I.D.U.S)

Understanding 

& Visualizing

Data Warehouse

/

RDBMS/files

RDBMS/

Business Sys/files

A file system

Big Data/files

Structured Data

Data is diverse
SQL+MDDM 

operations

SQL

Specific programs

Map/Reduce

SQL

Streaming

…

Statistics, DM, 

ML,…

Statistics

Statistics

Statistics, DM, 

ML,…

Data is Huge 

& Diverse 
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DATA MANAGEMENT now in IT age
FILE is the basis

FILE is the basis

◼Device drivers encapsulate the “evil” details of physical devices and 
provide uniform APIs for programmers to manage data easily – stored 
as files in permanent storage media

◼APIs – C Interface

➢# include <stdio.h> 

➢FILE *fopen(char *path, char *type); 

✓ int feof( FILE *stream ); 

✓ int fseek( FILE *stream, long offset, int origin );

✓ int fscanf( FILE *stream, const char *format, ... ); 

✓ int fprintf( FILE *stream, const char *format, ... );

➢int remove(char *path); 

➢int fclose(FILE *fp);

https://en.wikipedia.org/wiki/C_file_input/output
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Here with C – Data Management: I.D.U.S 

Do you know 

◼How to store the data shown in 
left?

◼You define 

➢define struct{
int id;
string name;
string dept_name;
int salary;

} instructor;

◼Use some IO functions

➢scanf()

➢printf()

➢seek()…

You can finish 

I.D.U.S based on 

those IO functions –

old way
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However, if there are 

too many records –

millions, billions…?

Btw, this is not effective 

for sharing – Information 

Sharing is important –

leading to DBMS later
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Relational DBMS

1970 - E.F. Codd and the Relational Model

◼ I prefer to use to the 1 top goal and 2 roles to indicate the benefit of DBMS

➢1 Top goal: 

✓Support the data access of many users concurrently

➢2 roles:

1. Concurrent data management by many users

2. Provide friendly/flexible interaction for common users

Born: August 23, 1923

Died: April 18, 2003 (aged 79)

SQL processing is 

one kernel of 

RDBMS. 

Do you know How? 
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Database vs. File System

◼Problems inherent in file systems make using a database system desirable

◼ File system: Many separate and unrelated files

◼Database : Logically related data stored in a single logical data repository

To show How to ensure 
providing services for 
diverse braches is the 

core of DBMS and this PP
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Sketch of internal modules of modern DBMS

How many of you 
understand the execution of 

SQL inside RDBMS?
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In short
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Now many techniques for dynamic – JSP is one of them 
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https://www.codercto.com/a/30702.html

https://www.codercto.com/a/30702.html
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And Data Warehouse comes
– Manage data first 

http://download.101com.com/pub/tdwi/images/ww20/Syncsort-dia1.gif
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DW also tries to integrate Data Analytics 
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By Data Warehouse
– Integrating Data management and processing

 Integrate Data analytics into RDBMS was tried  in 1990s 

File records 

(Table )

DBMS

Rel Algebra 

model

Analytics 

Functions

Extract data from 

DBMS (SQL)

File records 

(Table )

DW

MDDM/CUBE

Analytics 

Functions

Extract data from DW 

(defined by OLAP)
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We need ANOVA (ANalysis Of VAriance) here

The logic for ANOVA

◼ The ANOVA test is based on the combined distances from 

Ӗ𝑥.

◼ If the combined distances are large, that indicates we 
should reject H0. 

◼Statistical variable for ANOVA

➢SSE (Sum of Squared Errors)

✓Or SSB(Sum of Squares Between groups)

➢SSA (Sum of Squared Average)

➢MSE (Mean Square Error)

➢MSA (Mean Square Average)
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“Trade space for time” [以空间换时间]

Table 2 Beverage sales of 4 colors and their means

Market

( j )

Group A ( i)

No color 

(A1)
Pink(A2)

saffron 

yellow (A3)
Green (A4)

1

2

3

4

5

26.5

28.7

25.1

29.1

27.2

31.2

28.3

30.8

27.9

29.6

27.9

25.1

28.5

24.2

26.5

30.8

29.6

32.4

31.7

32.8

合计 136.6 147.8 132.2 157.3 573.9

Group Mean

# in group

x1 =27.32

n1=5

x2=29.56

n2=5

x3=26.44

n3=5

x4=31.46

n4=5

Grand mean

ന𝒙=28.695

We hope we could do 

business analysis quickly 

on HUGE data, and this 

means it’s better to store 

cumulative information in 

advance
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New model is needed – MDDM/CUBEhttp://docs.oracle.com/html/B13915_04/i_olap_chapter.htm

Define the data with the multi-dimensional view

◼A multidimensional data is optimized for analyzing large amounts of data. 
Such data sources are sometimes called data warehouses, or online 
analytical processing (OLAP) data sources. 

Some cumulative 

information is stored 

in advanced and will 

be updated always
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Typical Operations on CUBE (For OLAP)

 Slice and dice: project and select

 Roll up (drill-up): summarize data

◼ by climbing up hierarchy or by dimension reduction

 Drill down (roll down): reverse of roll-up

◼ from higher level summary to lower level summary or detailed data, or 
introducing new dimensions

 Pivot (rotate):

◼ reorient the cube, visualization, 3D to series of 2D planes

Other operations

◼ drill across: involving (across) more than one fact table

◼ drill through: through the bottom level of the cube to its back-end 
relational tables (using SQL)

Res-BI\Materials-BI\++mail.tku.edu.tw_myday\100_1_3193_Data_Warehousing\1001DW04_Data_Warehousing.ppt
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Typical OLAP Operations

Cube is like the right

◼ It has 3 dimensions – time, location 
and item

By “drill down”, it means

◼We have the total value, and want to 
know its organization

By “roll up”, it means 

◼ To know its portion in higher level
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Implementation of Data Warehouses could be based on 
RDBMS

Modeling data warehouses: dimensions & measures

◼Star schema: A fact table in the middle connected to a set of dimension 

tables 

◼Snowflake schema:  A refinement of star schema where some dimensional 

hierarchy is normalized into a set of smaller dimension tables, forming a 

shape similar to snowflake

◼ Fact constellations [群体]:  Multiple fact tables share dimension tables, 

viewed as a collection of stars, therefore called galaxy schema or fact 

constellation

Res-BI\Materials-BI\++mail.tku.edu.tw_myday\100_1_3193_Data_Warehousing\1001DW04_Data_Warehousing.ppt
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MDDM of Star Schema (based on RDBMS)

time_key

day

day_of_the_week

month

quarter

year

time

location_key

street

city

state_or_province

country

location

Sales Fact Table

time_key

item_key

branch_key

location_key

units_sold

dollars_sold

avg_sales

Measures

item_key

item_name

brand

type

supplier_type

item

branch_key

branch_name

branch_type

branch

Res-BI\Materials-BI\++mail.tku.edu.tw_myday\100_1_3193_Data_Warehousing\1001DW04_Data_Warehousing.ppt
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Data Warehouse

integrate analytics with data management

Data

Warehouse

Extract

Transform

Load

Refresh

OLAP Engine

Analysis

Query

Reports

Data mining

Monitor

&

Integrator
Metadata

Data Sources Front-End Tools

Serve

Data Marts

Operational 

DBs

Other

sources

Data Storage

OLAP Server

Res-BI\Materials-BI\++mail.tku.edu.tw_myday\100_1_3193_Data_Warehousing\1001DW04_Data_Warehousing.ppt

Data Warehouse is not that 

popular now – Big Data is 

coming. We human is always 

insatiable …
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More popular model for Data Mining- KDD

KDD: Knowledge Discovery from Data

Original

Data

Target

Data 

Preprocessed

Data 

Transformed

Data

Patterns

Knowledge

Selection

Preprocessing

Transformation

Data Mining

Interpretation
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Big Data is coming

Ambitious to manage huge and diverse data – 3Vs: Volume, Variety, 

Velocity

◼ 2.5 quintillion bytes of data are generated every day!

➢A quintillion is 1018

◼Coming from many quarters, like Social media sites, Sensors, Digital photos, 
Business transactions, Location-based data, Web data, e-commerce, 
Bank/Credit Card, …

◼ For information: Google processes 20 PB a day (2008)

➢http://www.worldwidewebsize.com/

✓ “The Indexed Web contains at least 9.18 billion pages (Sunday, 09 December, 
2012).”

◼ For science: NASA & Hubble scope

http://www.worldwidewebsize.com/
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Google triggers other searches … 

CBIR, XML, …

This year Google published a white paper 

describing the MapReduce framework, Doug 

Cutting and Mike Cafarella created Apache 

Hadoop. – later Big Data

http://static.googleusercontent.com/media/research.google.com/en/us/archive/mapreduce-osdi04.pdf
https://mapr.com/products/apache-hadoop
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3 challenges for Big Data

How to store Big Data efficiently 

◼Divide and Conquer – distributed file system: HDFS (Hadoop Distributed File 
System) – based on Linux 

➢Using Redundancy to support fault tolerance 

How to provide friendly data manipulation?

◼Map/Reduce is too naïve – keyword searching

◼HiveQL for HIVE Data Warehouse

◼SQL to support interaction with RDBMS – Spark SQL

How to integrate data analytics with Big Data?

◼HIVE, Mahout 

➢Traditionally on M/R

➢Now on Spark
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1st generation of Big Data frameworks 
- Hadoop + M/R 

 The data processing is based on M/R model, which required 

intermediate result be kept into/out of disks – low performance

HDFS

MPI
…

Resource

Mgmnt.

Data

Mgmnt.

Data 

Processing

Hadoop/Map-Reduce

HIVE Pig

HBase Storm

Linux, Mesos
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The 2019 Big Data Landscape

https://zdnet4.cbsistatic.com/hub/i/2019/07/17/b17497a0-844e-42b7-9dde-

9020902c0b46/32387d8af74af2ae02ed28429ba11dd0/big-data-landscape-2019-v7.png

https://zdnet4.cbsistatic.com/hub/i/2019/07/17/b17497a0-844e-42b7-9dde-9020902c0b46/32387d8af74af2ae02ed28429ba11dd0/big-data-landscape-2019-v7.png
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Data Warehouse on Big Data 
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NoSQL? 

Not Only SQL

◼Hashing for fast data matching/updating 

From www.nosql-database.org:

Next Generation Databases mostly addressing some of the points: being non-
relational, distributed, open-source and horizontal scalable. The original intention 
has been modern web-scale databases. The movement began early 2009 and is 
growing rapidly. Often more characteristics apply as: schema-free, easy replication 
support, simple API, eventually consistent / BASE (not ACID), a huge data 
amount, and more. 
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4 Categories 
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Like the Shopping cart [购物篮]

◼ <key, values> is definitely more efficient for management –

➢insert, delete, updating, select

◼ Than SQL

NoSQL Example #1: Key-Value Store

◼Hash tables of Keys

◼Values stored with Keys
◼ Example – Project-Voldemort 

➢ http://www.project-voldemort.com/ for Linkedin

◼ Example – MemCacheDB

➢ http://memcachedb.org/ Backend storage is Berkeley-DB

http://www.project-voldemort.com/
http://memcachedb.org/


77

Example #2: CouchDB JSON Example
{

"_id": "guid goes here",

"_rev": "314159",

"type": "abstract",

"author": "Keith W. Hare"

"title": "SQL Standard and NoSQL Databases",

"body": "NoSQL databases (either no-SQL or Not Only SQL) 

are currently a hot topic in some parts of

computing.",

"creation_timestamp": "2011/05/10 13:30:00 +0004"

}
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Clouding – a new trend 

Many Cloud platforms
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大商务，需要大数据

In IT age, platform sticking consumers [黏着客户的平台] is the 

popular pattern for e-business – Amazon, Google, Alibaba, JD, 

…

⚫ Large scale (data and computing power) is important, which needs HPC

Large Scale Data – Big Data 

⚫ From File to Big Data

Additional bonus for Scientific Computing

⚫Weather forecasting
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von Neumann architecture computer is not enough
Walk-Through: c=a+b

1. Get next instruction

2. Decode: Fetch a

3. Fetch a to internal register

4. Get next instruction

5. Decode: fetch b

6. Fetch b to internal register

7. Get next instruction

8. Decode: add a and b (c in register)

9. Do the addition in ALU

10.Get next instruction

11.Decode: store c in main memory

12.Move c from internal register to main memory 

Note:  Some units are idle while  others are working…waste of cycles.

Pipelining (modularization) & Cashing (advance decoding)…parallelism
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3 ideas to get powerful computing 

 Integrate more circuits in one processor (CPU)

◼ Limitation – Moore’s law

 Integrate more processing in one computer –

Parallel (MPP)

◼ Limitation – storage and CPUs

◼GPU is a good idea 

 Integrate more computers to work together –

Distributed (Cluster)

◼ Limitation – connection speed (Special bus or 
network)
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Using CPU+GPU Architecture

 CPU+GPU异构多核系统
◼ 针对每个任务选择合适的处理器和存储器

通用CPU 适合执行一些串行的线程
◼ 串行执行快

◼ 带有cache，访问存储器延时低

 GPU 适合执行大量并行线程
◼ 可扩放的并行执行

◼ 高带宽的并行存取

GPU
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PCIe
Bridge

Host 

Memory

CPU

Cache

Device Memory

Cache
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The 30th List as of November 2007
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MPP: Massively Parallel Processors

◼Massively Parallel Processors (MPP) architecture consists of nodes with 
each having its own processor, memory and I/O subsystem

◼An independent OS runs at each node

Processor

Cache

Memory I/O

Bus

Processor

Cache

Memory I/O

Bus

Processor

Cache

Memory I/O

Bus

Processor

Cache

Memory I/O

Bus

Interconnection Network
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NASA Beowulf Project – 1994 

 Wiglaf - 1994

 16 Intel 80486 100 MHz

 VESA Local bus

 256 Mbytes memory

 6.4 Gbytes of disk

 Dual 10 base-T Ethernet

 72 Mflops sustained

 $40K

 Hrothgar - 1995

 16 Intel Pentium100 MHz

 PCI

 1 Gbyte memory

 6.4 Gbytes of disk

 100 base-T Fast Ethernet 

(hub)

 240 Mflops sustained

 $46K

 Hyglac-1996 (Caltech)

 16 Pentium Pro 200 MHz

 PCI

 2 Gbytes memory

 49.6 Gbytes of disk

 100 base-T Fast Ethernet 

(switch)

 1.25 Gflops sustained

 $50K
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Beowulf Cluster Architecture

Master-Slave configuration

Master Node

◼ Job scheduling

◼System monitoring

◼Resource management

Slave Node

◼Does assigned work

◼Communicates with other 
slave nodes

◼Sends results to master node
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103

Backrub (Google) 1997
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The cluster now – Data Center

https://www.cs.rutgers.edu/~pxk/417/notes/

content/22-clusters-slides.pdf

https://www.cs.rutgers.edu/~pxk/417/notes/content/22-clusters-slides.pdf
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Cluster is also the popular architecture for SuperComputer
 IBM, 2004. BlueGene/L

First supercomputer ever 
to run over 100 TFLOPS 
sustained on a real world 
application, namely a 
three-dimensional 
molecular dynamics 
code (ddcMD). 
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Data Center is a “computer”
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Cloud – 2006 

 Originated in the business domain

◼ Outsourcing services; Pay for what you use

 Provided by data centers built on computer and storage 
virtualization technologies. 

 Scientific applications often have different requirements

◼ MPI, Shared file system, Support for many dependent jobs
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https://www.ibm.com/blogs/cloud-

computing/2013/08/07/how-openpower-

consortium-will-help-shape-the-open-cloud/

https://www.ibm.com/blogs/cloud-computing/2013/08/07/how-openpower-consortium-will-help-shape-the-open-cloud/
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OpenStack 
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Containers 
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Multiprocessor system architectures
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HPC - High Performance Computers 
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HPComputing: methodology for distributed/parallel programming?
– Divide & Conquer

“Work”

w1 w2 w3

r1 r2 r3

“Result”

“worker” “worker” “worker”

Partition

Combine
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Ideas to convert Sequential to Parallel

4 Steps in Creating a Parallel Program

➢Decomposition of computation in tasks

➢Assignment of tasks to processes

➢Orchestration of data access, comm, synch.

➢Mapping processes to processors

P0

Tasks Processes Processors

P1

P2 P3

p0 p1

p2 p3

p0 p1

p2 p3

Partitioning

Sequential
computation

Parallel
program
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2 main architectures in distributed computing
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2 main architectures in distributed computing

Internet
DNS server

DNS server

DNS server

DNS server

DNS server

DNS server

No idea

No idea

No idea

Got it!

Hi, 202.205.104.186. The 

IP of www.google.com.cn 

is 203.208.37.104

DNS server

I am 202.205.104.186. I want 

to visit www.google.com.cn. 

What is its IP?
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HPC programming frameworks 

MPI – Message Passing Interface 
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GPU/CUDA – Graphic Processing Unit/ Compute Unified Device 

Architecture[统一计算架构]
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MPI on GPU
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MR – Map/Reduce 
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Big Data

Mesos

2009 (while still named Nexus)
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Many Open Source programs proposed now by CHINA
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In short 

1. You have to convert your program into EUs

◼ DAOM/PCAM

2. Choose environment to finish EUs 

◼Systems 

➢Parallel: multi-processor system – Multi-Core, GPU, MPP, …

➢Distributed: Cluster 

◼ Frameworks 

➢Data parallel, SAS (Shared Address Space), Message passing 

➢MPI (P or D), CUDA (P), MR (D), Spark, Graph computing, …

3. Execute 



130

大商务，需要大数据

In IT age, platform sticking consumers [黏着客户的平台] is the 

popular pattern for e-business – Amazon, Google, Alibaba, JD, 

…

⚫ Large scale (data and computing power) is important, which needs HPC

Large Scale Data – Big Data 

⚫ From File to Big Data

Large Scale computing power – High Performance Computing 

is now popular for business

⚫According to Top 500, MPP and Cluster 
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Weather forecasting is the 1st problem requiring HPC

The Hydrologic Cycle
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Vilhelm Bjerknes’ Vision

◼1901 – Wanted to incorporate physics 
into weather forecasting
➢Start with complete set of initial 

conditions (3-D)

➢Solve equations using graphical methods

➢Initial state not sufficient for good 
forecasts

➢Did not use continuity equation to derive 
the initial vertical wind component (no 
direct measurements available)

Source: Historical Essays on Meteorology 1919-1995, AMS
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PDE is the math model for WF – Bu，No calculus solution!

Atmosphere dynamics with considering many parameters: 

◼ 3-D: Temperature, Humidity, Wind speed and Wind direction, Atmospheric 
Pressure,

◼ Later even Dew Point, Relative Humidity …
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Numeric method

First numerical forecast made in 1922 by 

Lewis Fry Richardson.

Took several months, calculating by hand, 

to produce a 6-hour forecast.

It failed…badly!

But, it demonstrated the means of producing 

quantitative forecasts. Its failure has since been 

shown to be due to the limited understanding of 

some atmospheric processes at the time.
L. F. Richardson’s computational grid: Pressure is 

determined in squares marked ‘P’, momentum in 

those marked ‘M’.

Yes, we need numeric weather 
prediction – by using 

computers/supercomputers/HPC

Shown later in 
Heat dynamics 



135

First successful forecast: 1950 

by Jule Charney, Fjörtoft, and 

von Neumann, using ENIAC.

A 24-hour forecast took 33 

days to produce, working day 

and night.
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The way to carry out numeric method

A grid is used to divide the region of interest.

◼Since the PDE is satisfied at each point in the area, it must be satisfied at 
each point of the grid.

A finite difference approximation is obtained at each grid point.   
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Global Grid (0.25*0.25 → 1440X720 dots = 62208000 = 6.22*107)
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The code demonstration of “Using Python to Solve Computational 

Physics Problems”

1. Configure the parameters 

◼GRID

➢With Initial values [初始值]

➢Boundary conditions 

✓ [边界条件]

◼ Termination condition

➢Iteration number or Epsilon 

import numpy as np

# Set Dimension and delta
lenX = lenY = 100 #we set it 
rectangular
delta = 1
# Initial guess of interior grid
Tguess = 0

# Set meshgrid
X, Y = np.meshgrid(np.arange(0, 
lenX), 
np.arange(0, lenY))

# Set array size and set the 
interior value with Tguess
T = np.empty((lenX, lenY))
T.fill(Tguess)

https://www.codeproject.com/Articles/1087025/Using-Python-to-Solve-Computational-Physics-Proble
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The code demonstration of “Using Python to Solve Computational 

Physics Problems”

1. Configure the parameters 

◼GRID

➢With Initial values [初始值]

➢With Boundary conditions 

✓ [边界条件]

◼ Termination condition

➢Iteration number or Epsilon 

# Boundary condition
Ttop = 100
Tbottom = -30
Tleft = 0
Tright = 0

# Set Boundary condition
T[(lenY-1):, :] = Ttop
T[:1, :] = Tbottom
T[:, (lenX-1):] = Tright

T[:, :1] = Tleft

https://www.codeproject.com/Articles/1087025/Using-Python-to-Solve-Computational-Physics-Proble
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The code demonstration of “Using Python to Solve Computational 

Physics Problems”

1. Configure the parameters 

◼GRID

➢With Initial values [初始值]

➢With Boundary conditions 

✓ [边界条件]

◼ Termination condition

➢Iteration number or Epsilon 

# Set maximum iteration
maxIter = 100
# Iteration (We assume that the 
iteration is convergence in maxIter 
= 500)
print("Please wait for a moment")

for iteration in range(0, maxIter):

https://www.codeproject.com/Articles/1087025/Using-Python-to-Solve-Computational-Physics-Proble
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The code demonstration of “Using Python to Solve Computational 

Physics Problems”

2. Iterative updating 

◼Use “Termination condition” to control the updating of the internal vertices 

# Iteration (We assume that the iteration is convergence in maxIter = 500)
print("Please wait for a moment")
for iteration in range(0, maxIter):

for i in range(1, lenX-1, delta):
for j in range(1, lenY-1, delta):

T[i, j] = 0.25 * (T[i+1][j] + T[i-1][j] + T[i][j+1] + T[i][j-1])

https://www.codeproject.com/Articles/1087025/Using-Python-to-Solve-Computational-Physics-Proble
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The code demonstration of “Using Python to Solve Computational 

Physics Problems”

3. Visualize the dynamics 

# Set colour interpolation and colour map
colorinterpolation = 100
colourMap = plt.cm.jet #you can try: colourMap = plt.cm.coolwarm

<<Repeated updating>>

# Configure the contour
plt.title("Contour of Temperature")
plt.contourf(X, Y, T, colorinterpolation, cmap=colourMap)

# Set Colorbar
plt.colorbar()

# Show the result in the plot window
plt.show()

https://www.codeproject.com/Articles/1087025/Using-Python-to-Solve-Computational-Physics-Proble
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Copy the code into PyCharm project
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BTW, there are still many other scientific problems!
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偏微分方程数值解法

第二版

陆金甫，关治
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 Introduction to Scientific 

Computing and Data Analysis

 Authors Mark H. Holmes (auth.)

 Year 2016

 Pages 505

 Publisher Springer International 

Publishing

 Language en

 ISBN 9783319302546
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High Performance Data Mining: Scaling 

Algorithms, Applications and Systems

Yike Guo, Robert Grossman

2000

https://2lib.org/g/Yike%20Guo
https://2lib.org/g/Robert%20Grossman

